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## 1. Introduction

Let $R^{2}$ be the usual two-dimensional plane with the Eucledean norm $|\cdot|$. By CONV we denote the set of all convex compact subsets of $R^{2}$. The Hausdorff distance between two elements $A_{1}, A_{2}$ of CONV is given by $h\left(A_{1}, A_{2}\right)=\inf \left\{t>0: \quad A_{1} \subset A_{2}+t B, \quad A_{2} \subset A_{1}+t B\right\}$, where $B=\left\{P \in R^{2}:\right.$ $|P| \leqslant 1\}$ is the unit circle, $C_{1}+C_{2}=\left\{P_{1}+P_{2}: P_{i} \in C_{i}, i=1,2\right\}$ is the Minkowski sum of $C_{1}, C_{2}$ from CONV and $t B=\{t P: P \in B\}$. For every integer $n \geqslant 3$ we denote by $\mathrm{POLY}_{n}$ the set of all convex polygons with not more than $n$ vertices. The elements of POLY ${ }_{n}$ will be called $n$-gons. The $n$ gon $\Delta_{0}$ is said to be a best Hausdorff approximation in $\mathrm{POLY}_{n}$ for the set $A \in \mathrm{CONV}$ if $\inf \left\{h(A, \Delta): \Delta \in \mathrm{POLY}_{n}\right\}=h\left(A, \Delta_{0}\right)$. The existence of at least one best Hausdorff approximation for any $A \in$ CONV follows from the wellknown Blaschke "selection theorem" asserting that every bounded sequence of $n$-gons ( $n$ fixed) contains a subsequence converging in the Hausdorff metric to some $n$-gon. In general, as examples like the unit circle or the unit square show, the best approximation is not unique. Nevertheless the "majority" of the elements of CONV have unique best approximation in any POLY $_{n}, n \geqslant 3$. The "majority" here means: with an exception of some first Baire category subset of the locally compact metric space (CONV, $h$ ), all convex compact subsets of $R^{2}$ have unique best approximation in POLY ${ }_{n}$ for every $n \geqslant 3$ (Theorem 3.5). To prove this we give (and use) a necessary condition for $\Delta \in \mathrm{POLY}_{n}$ to be a best approximation for $A \in \mathrm{CONV}$. This condition (Theorem 2.1) coincides with the classical alternating condition in

[^0]the problem of uniform C Cbyšhev approximation by polynomials. But, in the present situation, it is very far from being a sufficient condition.

If we impose on the best approximating $n$-gon the additional requirement of having one of its sides perpendicular to a given vector, directed "outward 4 " (i.e., we consider another approximation problem), then the alternating property completely determines a unique best approximation (Theorem 4.12).

Some of the results presented here were announced in [11] and reported at the conference "Constructive Function Theory" held in June 1981, near Varna, Bulgaria.

The way in which the sequence $\left\{r_{n}(A)\right\}_{n \geqslant 3}$, where $r_{n}(A)=\min \{h(A, \Delta)$ : $\left.\Delta \in \mathrm{POLY}_{n}\right\}$ tends to 0 was studied by Tóth [18] Popov [15], and McClure and Vitale [1]. It is an open problem to find necessary and sufficient conditions for a given $n$-gon $\Delta$ to be a best Hausdorff approximation in $\mathrm{POLY}_{n}$ for some $A \in \mathrm{CONV}$. Also unknown is the answer to the following question of Sendov and Popov: Is it true that among all elements of CONV with perimeter 1 , the equilateral ( $n+1$ )-gon (with the same perimeter) is the worst one to be approximated by $n$-gons? There is a result of Ivanov $|6|$ concerning approximation by inscribed $n$-gons which is in favour of the "yes" answer of this question: among all $(n+1)$-gons with perimeter 1 the equilateral $(n+1)$-gon is the worst to be approximated by inscribed $n$-gons. The result from [12] is also in support of the positive answer.

## 2. Notations and Preliminary Results

Let us agree to denote the usual inner product of two points (vectors) $P_{1}, P_{2} \in R^{2}$ by $\left\langle P_{1}, P_{2}\right\rangle$. Set $|P|=\sqrt{\langle P, P\rangle}$. The function defined in $R^{2}$ by the formula $s_{A}(P)=\max \{\langle P, X\rangle: X \in A\}$, where $A \in \mathrm{CONV}$, is called a support function of the set $A$. This function is positively homogeneous and is, therefore, completely determined by its values at the points of the set $S=$ $\left\{e \in R^{2}:|e|=1\right\}$. Then $s_{A}$ is convex and continuous. In this way a mapping $A \mapsto s_{A}$ is defined from CONV into the space $C(S)$ of all continuous functions on $S$. Evidently $s_{A_{1}+A_{2}}=s_{A_{1}}+s_{A_{2}}$ and $s_{t A}=t s_{A}$ whenever $t \geqslant 0$ and $A, A_{1}, A_{2} \in \mathrm{CONV}$. Since any point which does not belong to a given compact convex subset of the plane can be strictly separated from it by a hyperplane, we can prove that for any $A_{1}, A_{2} \in \operatorname{CONV}$ the relation $A_{1} \subset A_{2}$ is equivalent to the assertion $s_{A_{1}}(e) \leqslant s_{A_{2}}(e)$ for every $e \in S$. Having in mind all this and the fact that the supporting function of the unit circle $B=$ $\left\{P \in R^{2}:|P| \leqslant 1\right\}$ is just the constant 1 , the Hausdorff distance between two sets $A_{1}, A_{2} \in \mathrm{CONV}$ can be expressed in the following way: $h\left(A_{1}, A_{2}\right)=$ $\inf \left\{t>0: s_{A_{1}}(e) \leqslant s_{A_{2}}(e)+t, s_{A_{2}}(e) \leqslant s_{A_{1}}(e)+t\right.$ for every $\left.e \in S\right\}=\inf \{t>0$ : $\left|s_{A_{1}}(e)-s_{A_{2}}(e)\right| \leqslant t$ for every $\left.e \in S\right\}=\max \left\{\left|s_{A_{1}}(e)-s_{A_{2}}(e)\right|: e \in S\right\}$. Because
of this fact the problem of approximating the elements of CONV by elements of $\mathrm{POLY}_{n}, n \geqslant 3$, with respect to the Hausdorff metric is equivalent to the uniform approximation in $C(S)$ of the support functions of elements of CONV by the support functions of $n$-gons. In what follows we identify CONV and POLY ${ }_{n}$ with their images in $C(S)$ under the above defined mapping.

Let us accept the counterclockwise direction on $S$ as positive. For $e_{1}, e_{2} \in S$ we denote by $\left[e_{1}, e_{2}\right]$ the arc on $S$ with end points $e_{1}$ and $e_{2}$ which connects $e_{1}$ and $e_{2}$ "in the counterclockwise direction." Thus $\left|e_{2}, e_{1}\right|=$ $S \backslash\left(e_{1}, e_{2}\right)$. As with segments, by $\left(e_{1}, e_{2}\right)$ we denote the "open" arc, i.e., $\left|e_{1}, e_{2}\right|$ without the end points $e_{1}$ and $e_{2}$. It is clear what $\left.\mid e_{1}, e_{2}\right)$ and $\left(e_{1}, e_{2} \mid\right.$ mean. When there is no danger of ambiguity the symbol $\left(e_{1}, e_{2}\right]$ (or $\left[e_{1}, e_{2}\right)$, $\left.\left(e_{1}, e_{2}\right),\left(e_{1}, e_{2}\right]\right)$ will denote the length of the corresponding arc as well.

Now we need a more precise definition of the notion $n$-gon.
2.0. Definition. The convex set $\Delta \subset R^{2}$ will be called a nondegenerated $k$-gon, where $k$ is an integer, $k \geqslant 3$, if there exist points $\left\{P_{i}\right\}_{i=1}^{k} \subset A$ and vectors $\left\{e_{i}\right\}_{i=1}^{k} \subset S$ such that

$$
\begin{align*}
& 0<\left(e_{i}, e_{i+1}\right)<\pi\left(e_{k+1}:=e_{1}\right)  \tag{1}\\
& e_{i} \in\left(e_{i-1}, e_{i+1}\right)\left(e_{0}:=e_{k}\right)  \tag{2}\\
& P_{i} \neq P_{j} \text { when } i \neq j \\
& s_{\Delta}(e)=\left\langle e, P_{i}\right\rangle \text { whenever } e \in\left[e_{i-1}, e_{i} \mid .\right.
\end{align*}
$$

The points $P_{i}, i=1,2, \ldots, k$ are called vertices of $\Delta$. The segments $\overline{P_{i-1}, P_{i}}$ will be called sides of $\Delta$ and the vector $e_{i}, i=1,2, \ldots, k$ will be called a "side direction" of the side $\overline{P_{i-1}, P_{i}}$. The convex set $\Delta$ is said to be an $n$-gon, $n \geqslant 3$, if it is a nondegenerated $k$-gon for some $k, 3 \leqslant k \leqslant n$.

It is easy to see (using separation argument) that every nondegenerated $k$ gon $\Delta$ is the convex hull of its vertices. Of course, it may be proved that the convex hull of any $n$ points $P_{1}, P_{2}, \ldots, P_{n}, n \geqslant 3$, which are different and do not lie on one straight line, is an $n$-gon in the sense of the above definition. Having this in mind, we can express the Hausdorff distance between the convex set $A$ and some (nondegenerated) $n$-gon in the following way: $h(A, \Delta)=\left\|s_{A}-s_{\Delta}\right\|_{C(S)}:=\max \left\{\left|s_{A}(e)-s_{\Delta}(e)\right| ; \quad e \in S\right\}=\max \left\{\max \left\{\mid s_{A}(e)-\right.\right.$ $\left.\left.\left\langle e, P_{i+1}\right\rangle \mid: e \in\left\{e_{i}, e_{i+1}\right\}\right\} ; i=1,2, \ldots, n\right\}$. Therefore, in order to study the best approximation of $A$ by $n$-gons, we have to investigate the behaviour of the function $s_{A}(e)-\left\langle e, P_{i+1}\right\rangle$ in $\left[e_{i}, e_{i+1}\right]$. This behaviour is described in the following result: Let $M \in R^{2} \backslash A, A \in$ CONV. Put $d(M, A)=\min \{|X-M|$ : $X \in A\}$. By the strict convexity of the Eucledian norm $|\cdot|$ there exists just one point $N \in A$ such that $|M-N|=d(M, A)$. Put $e^{*}=(M-N) / d(M, A)$. Clearly $e^{*} \in S$. Moreover $s_{A}\left(e^{*}\right)=\left\langle e^{*}, N\right\rangle$ and $d(M, A)=\left\langle e^{*}, M\right\rangle-s_{A}\left(e^{*}\right)$
(later we will see that this condition completely determines $e^{*}$ ). For the sake of simplicity we assume from now on that $A$ has interior: int $A \neq \varnothing$.
2.1. Proposition. There exists a unique vector $e^{\prime} \in\left(e^{*},-e^{*}\right)$ such that
(a) $s_{A}\left(e^{\prime}\right)-\left\langle e^{\prime}, M\right\rangle=d(M, A)$.
(b) When $e$ runs from $e^{*}$ to $e^{\prime}$ in the positive direction the function $s_{A}(e)-\langle e, M\rangle$ strictly increases from $-d(M, A)\left(\right.$ for $\left.e=e^{*}\right)$ to $d(M, A)($ for $e=e^{\prime}$ ).
(c) For $e \in\left(e^{\prime},-e^{*}\right], s_{A}(e)-\langle e, M\rangle>d(M, A)$.

Analogously, there exists a uniquely determined vector $e^{\prime \prime} \in\left(-e^{*}, e^{*}\right)$ such that $s_{A}(e)-\langle e, M\rangle$ strictly increases from $-d(M, A)\left(\right.$ for $\left.e=e^{*}\right)$ to $d(M, A)\left(\right.$ for $\left.e=e^{\prime \prime}\right)$ when $e$ runs in the negative direction from $e^{*}$ to $e^{\prime \prime}$. For $e \in\left[-e^{*}, e^{\prime \prime}\right), s_{A}(e)-\langle e, M\rangle>d(M, A)$.

To prove this we will use some elementary facts which are listed below.
2.2. Lemma. Let $P \neq 0$ be a point from $R^{2}$ and let $0<\left[e_{1}, e_{2}\right]<\pi$, where $e_{i} \in S, i=1,2$. If $\left\langle e_{i}, P\right\rangle \leqslant 0, i=1,2$, then at least one of these two inequalities is strict and, for every $e \in\left(e_{1}, e_{2}\right),\langle e, P\rangle<0$.
2.3. Lemma. Let the origin 0 of $R^{2}$ not belong to $A \in \mathrm{CONV}$ and let, for some $e_{1}, e_{2} \in S, 0<\left(e_{1}, e_{2}\right)<\pi$, the support function of $A$ satisfies $s_{A}\left(e_{1}\right)=$ $s_{A}\left(e_{2}\right)=0$. Then

$$
\begin{align*}
& s_{A}(e)>0 \text { for all } e \in S \backslash\left\lfloor e_{1}, e_{2}\right\rfloor  \tag{1}\\
& s_{A}(e)<0 \text { for all } e \in\left(e_{1}, e_{2}\right)
\end{align*}
$$

Although the meaning of Lemma 2.2 is obvious, we give here a formal proof. It illustrates the elementary technics used in the sequel.

Proof. (1) It is enough to prove the inequality for all $e$ from $\left(-e_{1}, e_{1}\right)$ and from $\left(e_{2},-e_{2}\right)$. Denote for this purpose by $Q_{i}, i=1,2$, some points in $A$ for which $\left\langle e_{i}, Q_{i}\right\rangle=s_{A}\left(e_{i}\right)=0$. Then $0=s_{A}\left(e_{1}\right)=\left\langle e_{1}, Q_{1}\right\rangle \geqslant\left\langle e_{1}, Q_{2}\right\rangle$ and $0=s_{A}\left(e_{2}\right)=\left\langle e_{2}, Q_{2}\right\rangle \geqslant\left\langle e_{2}, Q_{1}\right\rangle$. Therefore $0=\left\langle e_{1}, Q_{1}\right\rangle$ and $0 \geqslant\left\langle e_{2}, Q_{1}\right\rangle$. By Lemma $2.2\left\langle e, Q_{1}\right\rangle<0$ for every $e \in\left(e_{1}, e_{2}\right]$. Therefore $\left\langle e, Q_{1}\right\rangle>0$ for each $e$ from $\left(-e_{1}, e_{1}\right)$. Then, for $e \in\left(-e_{1}, e_{1}\right), s_{A}(e) \geqslant\left\langle e, Q_{1}\right\rangle>0$. Analogously, from $\left\langle e_{2}, Q_{2}\right\rangle=0,\left\langle e_{1}, Q_{2}\right\rangle \leqslant 0$ and Lemma 2.2 it follows that $s_{A}(e) \geqslant$ $\left\langle e, Q_{2}\right\rangle>0$ for every $e \in\left(e_{2},-e_{2}\right)$; (1) is proved. To prove (2) we show first that $s_{A}(e) \neq 0$ for every $e$ from the arc $\left(e_{1}, e_{2}\right)$. Indeed, if $s_{A}\left(e^{\prime}\right)=0$ for some $e^{\prime} \in\left(e_{1}, e_{2}\right)$, then by the proof of (1) (applied for ( $\left.e_{1}, e^{\prime}\right)$ ) we would get $s_{A}\left(e_{2}\right)>0$ which is a contradiction. Since $s_{A}(e)$ is a continuous function the same argument shows that $s_{A}(\cdot)$ must have one and the same sign on $\left(e_{1}, e_{2}\right)$. On the other hand, by the fact that 0 does not belong to the convex set $A$,
there must exist some $e_{0} \in S$ for which $s_{A}\left(e_{0}\right)<0$ (otherwise, $s_{A}(e) \geqslant 0$ for all $e \in S$ and this implies $0 \in A$ ). By (1) we see that $e_{0}$ has to belong to $\left(e_{1}, e_{2}\right)$. Lemma 2.3 is proved.

Proposition 2.1 will follow from the next fact.
2.4. Lemma. Let $A, M, N, e^{*}$, and $d(M, A)$ be as defined just before Proposition 2.1. For every real number $d,|d| \leqslant d(M, A)$,

$$
\begin{equation*}
s_{A}(e)-\langle e, M\rangle=d \tag{*}
\end{equation*}
$$

has just one solution $e$ in the $\operatorname{arc}\left[e^{*},-e^{*}\right]$.
Proof. For brevity set $d_{0}:=d(M, A)$ and $s_{A}(\cdot)=s(\cdot)$. Since $A$ has interior points $s(e)+s(-e)>0$ for every $e \in S$. The existence of a solution to ( $*$ ) follows from the continuity of the function $s(\cdot)-\langle\cdot, M\rangle$ and the inequalities

$$
\begin{aligned}
s\left(e^{*}\right)-\left\langle e^{*}, M\right\rangle & =\left\langle e^{*}, N-M\right\rangle=-d_{0} \\
s\left(-e^{*}\right)-\left\langle-e^{*}, M\right\rangle & =s\left(-e^{*}\right)+\left\langle e^{*}, M\right\rangle \\
& \left.=s\left(-e^{*}\right)+s\left(e^{*}\right)+d_{0}\right\rangle d_{0}
\end{aligned}
$$

To prove the uniqueness of the solution we consider three cases: (a) $d=-d_{0}$, (b) $-d_{0}<d \leqslant 0$, (c) $0<d \leqslant d_{0}$.
(a) We take some solution to Eq. $(*)$, i.e., $s\left(e_{0}\right)-\left\langle e_{0}, M\right\rangle=d=-d_{0}$, and show that $e_{0}=e^{*}$. Indeed, $|M-N|=d_{0}=\left\langle e_{0}, M\right\rangle-s\left(e_{0}\right) \leqslant$ $\left\langle e_{0}, M-N\right\rangle \leqslant|M-N|$. Having in mind that $e^{*}=(M-N) /|M-N|$, we get from here $\left\langle e_{0}, e^{*}\right\rangle=1$. As both vectors $e_{0}, e^{*}$ belong to $S$ this implies $e_{0}=e^{*}$.
(b) Let $-d_{0}<d \leqslant 0$ and suppose $s(e)-\langle e, M\rangle=d$ for some $e=e_{1}$ and $e=e_{2}, e_{1} \neq e_{2},\left[e_{1}, e_{2}\right] \subset\left(e^{*},-e^{*}\right)$. Consider the set $A+(-d) B-M$, where $B=\left\{X \in R^{2}:|X| \leqslant 1\right\}$. This set does not contain the origin 0 of $R^{2}$ (otherwise, $M$ would belong to $A+(-d) B$ which, in turn, implies $d_{0}=$ $\left.d(M, A) \leqslant-d<d_{0}\right)$. The support function of this set is $s(e)-d-\langle e, M\rangle$ and we have $s\left(e_{i}\right)-\left\langle e_{i}, M\right\rangle-d=0, i=1,2$. Since $e^{*} \in S \backslash\left\{e_{1}, e_{2}\right\}$ we obtain from Lemma 2.3 the contradiction $0<s\left(e^{*}\right)-d-\left\langle e^{*}, M\right\rangle=-d_{0}-d<0$.
(c) We can introduce a coordinate system in $R^{2}$ in such a way that $M$ is the origin $(0,0)$ and $e^{*}$ is the vector $(1,0)$. Let there be two vectors $e_{1} \neq e_{2}$, $\left[e_{1}, e_{2}\right] \subset\left(e^{*},-e^{*}\right)$ such that $s\left(e_{i}\right)=d, i=1,2$. Denote by $Q_{i}=\left(x_{i}, y_{i}\right)$, $i=1,2$, two points in $A$ for which $s\left(e_{i}\right)=\left\langle e_{i}, Q_{i}\right\rangle, i=1,2$. Set $e(t)=(\cos t$, $\sin t$ ), where $t$ is a real number. Evidently $e^{*}=e(0)$ and $-e^{*}=e(\pi)$. The vectors $e_{i}, i=1,2$, can be represented as $e_{i}=e\left(t_{i}\right)=\left(\cos t_{i}, \sin t_{i}\right)$, where $0<t_{1}<t_{2}<\pi$. From $d=s\left(e_{1}\right)=\left\langle e_{1}, Q_{1}\right\rangle=x_{1} \cos t_{1}+y_{1} \sin t_{1}$ we find $y_{1}=$
$\left(d-x_{1} \cos t_{1}\right) / \sin t_{1}$. On the other hand, we have $d=s\left(e_{2}\right)=\left\langle e_{2}, Q_{2}\right\rangle \geqslant$ $\left\langle e_{2}, Q_{1}\right\rangle=x_{1} \cos t_{2}+y_{1} \sin t_{2}=x_{1} \cos t_{2}+\sin t_{2}\left(d-x_{1} \cos t_{1}\right) / \sin t_{1}=$ $\left(1 / \sin t_{1}\right)\left(d \sin t_{2}-x_{1} \quad \sin \left(t_{2}-t_{1}\right)\right)$. Therefore $d\left(\sin t_{1}-\sin t_{2}\right) \geqslant-x_{1}$ $\sin \left(t_{2}-t_{1}\right)$. Since $-d_{0}=s\left(e^{*}\right) \geqslant\left\langle e^{*}, Q_{1}\right\rangle=x_{1}$ we get $-x_{1} \geqslant d_{0} \geqslant d>0$. Therefore $\sin t_{1}-\sin t_{2}-\sin \left(t_{2}-t_{1}\right) \geqslant 0$. But this inequality leads to a contradiction:

$$
\begin{aligned}
0 & \leqslant \sin t_{1}-\sin t_{2}-\sin \left(t_{2}-t_{1}\right) \\
& =2 \sin \left(t_{1}-t_{2}\right) / 2 \cos \left(t_{1}+t_{2}\right) / 2-2 \sin \left(t_{2}-t_{1}\right) / 2 \cos \left(t_{2}-t_{1}\right) / 2 \\
& =-\left(2 \sin \left(t_{2}-t_{1}\right) / 2\right)\left(\left(\cos \left(t_{1}+t_{2}\right) / 2\right)+\left(\cos \left(t_{2}-t_{1}\right) / 2\right)\right. \\
& =-4 \sin \left(t_{2}-t_{1}\right) / 2 \cos t_{2} / 2 \cos t_{1} / 2<0 .
\end{aligned}
$$

Proof of Proposition 2.1. By Lemma 2.4 it follows that the continuous function $s(e)-\langle e, M\rangle$ takes in $\left[e^{*}, e^{\prime}\right]$ all values between $-d_{0}$ and $d_{0}$ only once. Therefore it is strictly increasing when $e$ runs from $e^{*}$ to $e^{\prime}$ in the positive direction. By the same lemma the values this function takes in $\left(e^{\prime},-e^{*}\right]$ must be bigger than $d_{0}$. The situation, where $e$ runs from $e^{*}$ to $e^{\prime \prime}$ in the negative direction on $S$, is analogous.
2.5. Corollary. $d(M, A)=\max \left\{\langle e, M\rangle-s(e): e \in\left\{e^{\prime \prime}, e^{\prime}\right]\right\}=\max$ $\left\{\left|s_{A}(e)-\langle e, M\rangle\right|: e \in\left[e^{\prime \prime}, e^{\prime}\right]\right\}, s_{A}(e)-\langle e, M\rangle>d(M, A)$ for $e \in\left(e^{\prime}, e^{\prime \prime}\right)$. There exists just one $e^{*} \in S$ for which $\left\langle e^{*}, M\right\rangle-s\left(e^{*}\right)=d(M, A)$.

We need further an operation which plays an important role in our considerations. To each pair $e^{\prime \prime}, e^{\prime} \in S, 0<\left(e^{\prime \prime}, e^{\prime}\right)<\pi$ and $A \in \mathrm{CONV}$ we assign a point $M=M\left(A ; e^{\prime \prime}, e^{\prime}\right)$, a number $d_{0}=d_{0}\left(A ; e^{\prime \prime}, e^{\prime}\right) \geqslant 0$ and a vector $e^{*}=e^{*}\left(A ; e^{\prime \prime}, e^{\prime}\right) \in\left(e^{\prime \prime}, e^{\prime}\right)$ so that
(i) $s_{A}\left(e^{\prime \prime}\right)-\left\langle e^{\prime \prime}, M\right\rangle=d_{0}$,
(ii) $s_{A}\left(e^{\prime}\right)-\left\langle e^{\prime}, M\right\rangle=d_{0}$,
(iii) $\left\langle e^{*}, M\right\rangle-s_{A}\left(e^{*}\right)=d(M, A)=d_{0}$,
(iv) $\max \left\{\left|s_{A}(e)-\langle e, M\rangle\right|: e \in\left\{e^{\prime \prime}, e^{\prime}\right]\right\}=d_{0}$.

Consider the lines $L^{\prime}=\left\{X \in R^{2}: s_{A}\left(e^{\prime}\right)=\langle e, X\rangle\right\}$ and $L^{\prime \prime}=\left\{X \in R^{2}\right.$ : $\left.s_{A}\left(e^{\prime \prime}\right)=\left\langle e^{\prime \prime}, X\right\rangle\right\}$. Since $0<\left(e^{\prime \prime}, e^{\prime}\right)<\pi$ there exists only one intersection point $\bar{M}$, i.e., $\left\langle\bar{M}, e^{\prime}\right\rangle=s_{A}\left(e^{\prime}\right),\left\langle\bar{M}, e^{\prime \prime}\right\rangle=s_{A}\left(e^{\prime \prime}\right)$ (see Fig. 1). There are two possibilities: (a) $\bar{M} \in A$, (b) $\bar{M} \notin A$. In case (a) we put $d_{0}=0, M=\bar{M}$ and take $e^{*}$ arbitrarily in ( $e^{\prime \prime}, e^{\prime}$ ). All requirements are fulfilled because of the following simple fact:
2.6. Lemma. Let $A \in \mathrm{CONV}$ and $s(e)$ be its support function. Let $e_{i} \in S$, $i=1,2$, and $0<\left(e_{1}, e_{2}\right)<\pi$. If for some $M \in A \quad s\left(e_{i}\right)=\left\langle e_{i}, M\right\rangle, i=1,2$, then, for every $e \in\left(e_{1}, e_{2}\right), s(e)=\langle e, M\rangle$ and $\left.s(e)\right\rangle\langle e, X\rangle$ for $X \in A, X \neq M$.


Figure 1

Proof. Take some $e_{3} \in\left(e_{1}, e_{2}\right)$ and let $N \in A$ be a point for which $\left\langle e_{3}, N\right\rangle=s\left(e_{3}\right)$. Then $\left\langle e_{i}, N-M\right\rangle \leqslant 0 i=1,2$. If $N \neq M$, by Lemma 2.2 it follows that $\langle e, N-M\rangle<0$ for $e \in\left(e_{1}, e_{2}\right)$. On the other hand, $\left\langle e_{3}, N\right\rangle \geqslant$ $\left\langle e_{3}, M\right\rangle$ and therefore 0$\rangle\left\langle e_{3}, N-M\right\rangle \geqslant 0$, which is a contradiction.
(b) $\bar{M} \notin A$. Then $d(\bar{M}, A)>0$. Consider the bisector line $L=\left\{X \in R^{2}\right.$ : $\left.\left\langle e^{\prime}-e^{\prime \prime}, X-\bar{M}\right\rangle=0\right\}$ passing through $\bar{M}$ and intersecting the set $A$ (Fig. 1) in the segment $\left[P^{\prime}, P^{\prime \prime}\right]$. When a point $P$ on $L$ moves from $\bar{M}$ towards $P^{\prime}$ the function $d(P, A)$ decreases from $d(\bar{M}, A)>0$ to $0=d\left(P^{\prime}, A\right)$. At the same time the function $f(P)=s_{A}\left(e^{\prime}\right)-\left\langle e^{\prime}, P\right\rangle=\left\langle e^{\prime}, \bar{M}\right\rangle-\left\langle e^{\prime}, P\right\rangle=\left\langle e^{\prime \prime}, \bar{M}\right\rangle-$ $\left\langle e^{\prime \prime}, P\right\rangle=s_{A}\left(e^{\prime \prime}\right)-\left\langle e^{\prime \prime}, P\right\rangle$ increases from $0=f(\bar{M})$ to $f\left(P^{\prime}\right)>0$. Hence, on the line $L$, there exists just one point $M$ between $\bar{M}$ and $P^{\prime}$ such that $f(M)=$ $d(M, A)$. This point $M$ and $d_{0}:=d(M, A)$ satisfy (i) and (ii). Proposition 2.1 and Corollary 2.5 imply that (iii) and (iv) are also fulfilled.

The next result reveals one important extremal property of this construction. It shows that in the arc $\left[e^{\prime \prime}, e^{\prime}\right]$ the function $\langle e, M\rangle$ approximates $s_{A}(e)$ better than any other function of the type $\langle e, P\rangle$.
2.7. Proposition. Let $A \in \mathrm{CONV}, \quad P \in R^{2}$ and $e_{1}, e_{2} \in S, \quad 0<$ $\left(e_{1}, e_{2}\right)<\pi$. Set $d_{i}=s_{A}\left(e_{i}\right)-\left\langle e_{i}, P\right\rangle, i=1,2$, and $d_{3}=\max \left\{\langle e, P\rangle-s_{A}(e)\right.$ : $e \in\left\{e_{1}, e_{2} \mid\right\}$. If for some pair of unit vectors $e^{\prime \prime}, e^{\prime}, 0<\left|e^{\prime \prime}, e^{\prime}\right|<\pi$, we have
(v) $\left.\mid e^{\prime \prime}, e^{\prime}\right] \subset\left[e_{1}, e_{2}\right]$,
(vi) $d_{0}:=d_{0}\left(A ; e^{\prime \prime}, e^{\prime}\right) \geqslant \max \left\{d_{i}: i=1,2,3\right\}$, then $d_{0}=d_{1}=d_{2}=d_{3}$ and $P=M\left(A ; e^{\prime \prime}, e^{\prime \prime}\right)$. Moreover, if $d_{0}>0$, then (in addition) $e^{\prime \prime}=e_{1}$, $e^{\prime}=e_{2}$.

Proof. Let us first consider the case when $d_{0}=0$. That is, the point $M=$ $M\left(A ; e^{\prime \prime}, e^{\prime}\right)$ satisfying the conditions $\left\langle e^{\prime \prime}, M\right\rangle=s_{A}\left(e^{\prime \prime}\right),\left\langle e^{\prime}, M\right\rangle=s_{A}\left(e^{\prime}\right)$ belongs to $A$. In this case $M$ lies on $L^{\prime}$ and $L^{\prime \prime}$. Since $d_{3} \geqslant-d_{i}, i=1,2$, we have

$$
0=d_{0} \geqslant \max \left\{d_{1}, d_{2}, d_{3}\right\} \geqslant \max \left\{ \pm d_{i} ; i=1,2\right\} \geqslant 0
$$

Hence $d_{i}=0, i=1,2,3$. In other words, $s_{A}\left(e_{i}\right)=\left\langle e_{i}, P\right\rangle, i=1,2$, and $\langle e, P\rangle \leqslant s_{A}(e)$ for $e \in\left(e_{1}, e_{2}\right)$. We prove next that $P \in A$. Suppose the contrary. Then $0 \notin A-P$. The support function of this set is $s_{A}(e)-\langle e, P\rangle$. Since $s_{A}\left(e_{i}\right)-\left\langle e_{i}, P\right\rangle=0$ we can apply Lemma 2.3. Thus, for $e \in\left(e_{1}, e_{2}\right)$, we have the contradiction 0$\rangle s_{A}(e)-\langle e, P\rangle \geqslant 0$.

Once we know that $P \in A$, we get from Lemma 2.6 and (v) that $P=M$.
Let us now consider the case $d_{0}>0$. Again set $M:=M\left(A ; e^{\prime \prime}, e^{\prime}\right)$. By Proposition 2.1(c) we know that $s_{A}(e)-\langle e, M\rangle>d_{0}$ for $e \in S \backslash\left\{e^{\prime \prime}, e^{\prime}\right\}=$ ( $e^{\prime}, e^{\prime \prime}$ ). Since $\left[e^{\prime \prime}, e^{\prime}\right] \subset\left[e_{1}, e_{2}\right]$ we have
(vii) $s_{A}\left(e_{i}\right)-\left\langle e_{i}, M\right\rangle \geqslant d_{0} \geqslant d_{i}=s_{A}\left(e_{i}\right)-\left\langle e_{i}, P\right\rangle i=1,2$,
(viii) $\left\langle e_{i}, P-M\right\rangle \geqslant 0 i=1,2$.

Since $0<\left(e_{1}, e_{2}\right)<\pi$ we get from here that $\langle e, P-M\rangle \geqslant 0$ for each $e \in\left(e_{1}, e_{2}\right)$. In particular, for $e^{*} \in\left[e^{\prime \prime}, e^{\prime}\right] \subset\left[e_{1}, e_{2}\right]$ we have $\left\langle e^{*}, P\right\rangle \geqslant$ $\left\langle e^{*}, M\right\rangle$. Then
(ix) $\quad d_{0}=\left\langle e^{*}, M\right\rangle-s_{A}\left(e^{*}\right) \leqslant\left\langle e^{*}, P\right\rangle-s_{A}\left(e^{*}\right) \leqslant d_{3} \leqslant d_{0}$. Thus $d_{0}=d_{3}$. Condition (ix) implies also that everywhere in (vii), (viii), and (ix) we have equalities. This is possible only if $d_{0}=d_{1}=d_{2}, M=P$ and $e_{1}=e^{\prime \prime}, e_{2}=e^{\prime}$.
2.8. Corollary. If not all of the numbers $d_{1}, d_{2}, d_{3}$ from Proposition 2.7 are equal, then $d_{0}<\max \left\{d_{1}, d_{2}, d_{3}\right\}$.
2.9. Definition. Let $\Delta$ be a nondegenerated $k$-gon with vertices $M_{1}, M_{2}, \ldots, M_{k}$ and side directions $e_{1}, e_{2}, \ldots, e_{k}$. Then $\Delta$ is said to be alternating for $A \in \mathrm{CONV}$ if the Hausdorff distance $h(A, \Delta)$ between $A$ and $\Delta$ satisfies the requirements:
(a) $h(A, \Delta)=s_{A}\left(e_{i}\right)-s_{\Delta}\left(e_{i}\right), i=1,2, \ldots, k ;$
(b) there exists $e_{i}^{*} \in\left(e_{i-1}, e_{i}\right), i=1,2, \ldots, k \quad\left(e_{0}:=e_{k}\right)$ such that $h(A, \Delta)=s_{0}\left(e_{i}^{*}\right)-s_{A}\left(e_{i}^{*}\right), \quad i=1,2, \ldots, k$. The points (vectors) $e_{i}, e_{i}^{*}, i=$ $1,2, \ldots, k$ will be called "alternating points" of the pair $(A, \Delta)$.

## 3. Main Results

3.0. Corollary. If the nondegenerated $k$-gon $\Delta$ with vertices $P_{1}, P_{2}, \ldots, P_{k}$ is alternating for the convex set $A$, then $d\left(P_{i}, A\right)=h(A, \Delta), i=$ $1,2, \ldots, k$, i.e., the vertices of $\Delta$ are at the same distance from $A$.

Proof. This follows immediately from Corollary 2.5 and Definition 2.9 (alternating $k$-hon).
3.1. Theorem. Let $A \in \mathrm{CONV}$ have interior points, let $n \geqslant 3$, and let $\Delta$ be a best Hausdorff approximation for $A$ in $\mathrm{POLY}_{n}$. Then $\Delta$ is alternating for $A$.

Proof. Let $k \leqslant n$ and $\Delta=\left(P_{1}, P_{2}, \ldots, P_{k}\right)$ has side directions $e_{1}, e_{2}, \ldots, e_{k}$. Let $\Delta$ be a best approximation in POLY $_{n}$ for $A \in$ CONV. Put $d:=h(A, \Delta)$. It is enough to prove that $d=s_{A}\left(e_{i}\right)-\left\langle e_{i}, P\right\rangle=\max \left\{\left\langle e, P_{i}\right\rangle-s_{A}(e)\right.$ : $\left.e \in\left[e_{i-1}, e_{i}\right]\right\}$ for each $i=1,2, \ldots, k$. Suppose, for example, that at least one of the three numbers $d_{1}=s_{A}\left(e_{1}\right)-\left\langle e_{1}, P_{2}\right\rangle, d_{2}=s_{A}\left(e_{2}\right)-\left\langle e_{2}, P_{2}\right\rangle, d_{3}=\max$ $\left\{\left\langle e, P_{2}\right\rangle-s(e): e \in\left[e_{1}, e_{2}\right]\right\}$ is strictly less than $d$. Then we will construct a $k_{1}$-gon $\left(k_{1} \leqslant k\right) \Delta^{\prime}$ with side directions $e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{k_{1}^{\prime}}^{\prime}$ such that $h\left(A, \Delta^{\prime}\right) \leqslant d$ and $\max \left\{\left|s_{\Delta^{\prime}}(e)-s_{A}(e)\right|: e \in\left[e_{1}^{\prime}, e_{2}^{\prime}\right]\right\}<d$. The same argument with $\Delta^{\prime}$ instead of $\Delta$ will bring us to another $k_{2}$-gon, $k_{2} \leqslant k_{1}, \Delta^{\prime \prime}$ such that $h\left(A, 4^{\prime \prime}\right) \leqslant d \quad$ and $\quad \max \left\{\left|s_{\Delta^{\prime \prime}}(e)-s_{A}(e)\right|: \quad e \in\left|e_{1}^{\prime \prime}, e_{2}^{\prime \prime}\right| \cup\left|e_{2}^{\prime \prime}, e_{3}^{\prime \prime}\right|\right\}<d$. Proceeding in this way, after a finite number of steps we arrive at some $n$ gon which approximates $A$ better than $\Delta$, a contradiction.

Consider the points $M_{i+1}^{\prime}:=M\left(A ; e_{i}, e_{i+1}\right), i=1,2, \ldots, k \quad\left(e_{k+1}:=e_{1}\right.$, $\left.M_{1}^{\prime}:=M_{k+1}^{\prime}\right)$, where $e_{i}$ are the side directions of $\Delta$, and take $\Delta^{\prime}$ to be the convex hull of $\left\{M_{i}^{\prime}\right\}_{i=1}^{k}$. We will show first that all points $M_{i}^{\prime}, i=1,2, \ldots, k$ are vertices of $\Delta^{\prime}$. Those of the points $M_{i}^{\prime}$ which do not belong to $A$ are necessarily different, because the corresponding vectors $e_{i+1}^{*}=e^{*}\left(A ; e_{i}, e_{i+1}\right)$ lie in different $\operatorname{arcs}\left(e_{i}, e_{i+1}\right)$. If two points $M_{i}^{\prime}, M_{j}^{\prime}$ lie in $A$, they may coincide. But the fact $M_{i}^{\prime}=M_{j}^{\prime}$ has some consequences. Suppose for simplicity that $i<j$ and consider the case $\left(e_{i+1}, e_{j}\right)<\pi$ (the other case $\left(e_{i+1}, e_{i}\right)<\pi$ is treated similarly). From Lemma 2.6 we see that $s_{A}(e)=$ $\langle e, M\rangle$ for $e \in\left(e_{i}, e_{j+1}\right)$, where $M=M_{i}^{\prime}=M_{j}^{\prime}$. As is easily seen from the construction of $M_{i}^{\prime}$, we have now $M_{i}^{\prime}=M_{i+1}^{\prime}=\cdots=M_{j}^{\prime}=M\left(A ; e_{i}, e_{j+1}\right)$.

Identifying (if necessary) the coinciding points $M_{i}^{\prime}$ and introducing new indices for $M_{i}^{\prime}$ and $e_{i}$ we may assume that $M_{i}^{\prime}, i=1,2, \ldots, k_{1}, k_{1} \leqslant k$, are different points and that the vectors $e_{i+1}^{*}=e^{*}\left(A ; e_{i}, e_{i+1}\right), i=1,2, \ldots, k_{1}$, belong to $\left\{e_{i}, e_{i+1}\right\}$. Since $A$ has interior points the length of the arc $\{e \in S$ : $s(e)=\langle e, M\rangle\rangle$, where $M \in A$ is any point in $A$, is less than $\pi$. This means the above identification may reduce the number of points at most to $k_{1}=3$. In general $k_{1} \geqslant 3$.
3.2. Lemma. For $\left.i \neq j\left\langle e_{i}^{*}, M_{i}^{\prime}\right\rangle\right\rangle\left\langle e_{i}^{*}, M_{j}^{\prime}\right\rangle$.

Proof. To prove this we use the following inequalities: $\left\langle e_{i}^{*}, M_{i}^{\prime}\right\rangle-s_{A}\left(e_{i}^{*}\right)$ $=d\left(M_{i}^{\prime}, A\right) \geqslant{ }^{(\alpha)}-d\left(M_{j}^{\prime}, A\right) \geqslant^{(\beta)}\left\langle e_{i}^{*}, M_{j}^{\prime}\right\rangle-s_{A}\left(e_{i}^{*}\right)$ which, in the case $d\left(M_{i}^{\prime}, A\right)>0, d\left(M_{j}^{\prime}, A\right)>0$ are direct corollaries of Proposition 2.1 because $e_{i}^{*} \notin\left[e_{j}, e_{j+1}\right]$. But $(\alpha)$ and $(\beta)$ also hold true for the case when one or both of the numbers $d\left(M_{i}^{\prime}, A\right), d\left(M_{j}^{\prime}, A\right)$ are equal to 0 . Evidently, the desired inequality will be derived if at least one of $(\alpha)$ and $(\beta)$ is a strict inequality. This is the case when at least one of the numbers $d\left(M_{i}^{\prime}, A\right), d\left(M_{j}^{\prime}, A\right)$ is positive. To complete the proof we have to consider also the case $d\left(M_{i}^{\prime}, A\right)=$ $d\left(M_{j}^{\prime}, A\right)=0$, i.e., $M_{i}^{\prime} \in A, M_{j}^{\prime} \in A$. From Lemma 2.6 we now get $s_{A}\left(e_{i}^{*}\right)=$ $\left.\left\langle e_{i}^{*}, M_{i}^{\prime}\right\rangle\right\rangle\left\langle e_{i}^{*}, M_{j}^{\prime}\right\rangle$. The lemma is proved.

It easily implies that no three points from the set $\left\{M_{i}^{\prime}\right\}_{i=1}^{k_{i}}$ belong to one straight line. Thus $\Delta^{\prime}=\operatorname{co}\left\{M_{i}^{\prime}\right\}_{i=1}^{k_{1}}$ is a nondegenerated $k_{1}$-gon with vertices $M_{i}^{\prime}, i=1,2, \ldots, k_{1}$, and side directions $e_{i}^{\prime}, i=1,2, \ldots, k_{1}$, determined by the conditions $\left\langle e_{i}^{\prime}, M_{i}^{\prime}\right\rangle=\left\langle e_{i}^{\prime}, M_{i+1}^{\prime}\right\rangle, e_{i}^{\prime} \in\left[e_{i}^{*}, e_{i+1}^{*}\right]$. Let us now turn back to the proof of Theorem 3.1. It will be completed if we show that max $\left\{\left|\left\langle M_{2}^{\prime}, e\right\rangle-s_{A}(e)\right|: e \in\left[e_{1}^{\prime}, e_{2}^{\prime}\right]\right\}<d=h(A, \Delta)$. This will be derived from the assumption that at least one of the three numbers $d_{1}, d_{2}, d_{3}$ is strictly less than $d$. Since the arcs $\left(e_{1}^{\prime}, e_{2}^{\prime}\right)$ and $\left(e_{1}, e_{2}\right)$ have nonempty intersection (both contain $e_{2}^{*}$ ), four different situations may appear with respect to the common disposition of $\left[e_{1}, e_{2}\right]$ and $\left[e_{1}^{\prime}, e_{2}^{\prime}\right]$ :
(1) $\left[e_{1}^{\prime}, e_{2}^{\prime}\right] \subset\left[e_{1}, e_{2}\right]$,
(2) $e_{1}^{\prime} \in\left[e_{1}, e_{2}\right], e_{2}^{\prime} \notin\left[e_{1}, e_{2}\right]$,
(3) $e_{1}^{\prime} \notin\left[e_{1}, e_{2}\right], e_{2}^{\prime} \in\left[e_{1}, e_{2}\right]$,
(4) $\left[e_{1}^{\prime}, e_{2}^{\prime}\right\} \supset\left\{e_{1}, e_{2} \mid\right.$.

Since (see Corollary 2.8 and (iv)) $d>d_{0}\left(A ; e_{1}, e_{2}\right)=\max \left\{\left|\left\langle e, M_{2}^{\prime}\right\rangle-s_{A}(e)\right|:\right.$ $\left.e \in\left[e_{1}, e_{2}\right]\right\}$, case (1) is not interesting. As will be seen from the argument below, case (4) may be reduced to cases (2) and (3). Therefore (2) and (3) are the important cases. Since these two cases are similar in nature, it is enough to consider only case (2) which is depicted in Fig. 2. We have $\left.\left\langle e_{2}, M_{2}^{\prime}\right\rangle\right\rangle\left\langle e_{2}, M_{3}^{\prime}\right\rangle$ and therefore (Lemma 2.2) $\left.\left\langle e_{1}, M_{2}^{\prime}\right\rangle\right\rangle\left\langle e, M_{3}^{\prime}\right\rangle$ for every $e \in\left(e_{2}, e_{2}^{\prime}\right)$. Now since $e_{2}^{\prime} \in\left[e_{2}, e_{3}\right]$ we have, for $e \in\left(e_{2}, e_{2}^{\prime}\right), s_{A}(e)-\left\langle e, M_{2}^{\prime}\right\rangle$ $\left\langle s_{A}(e)-\left\langle e, M_{3}^{\prime}\right\rangle \leqslant d_{0}\left(A ; e_{2}, e_{3}\right) \leqslant d\right.$.

On the other hand, Proposition 2.1(c) asserts that $0 \leqslant d_{0}\left(A ; e_{1}, e_{2}\right) \leqslant$ $s_{A}(e)-\left\langle M_{2}^{\prime}, e\right\rangle$ whenever $e \in\left[e_{2}, e_{2}^{\prime}\right]$, i.e., $\max \left\{\left|\left\langle e, M_{2}^{\prime}\right\rangle-s_{A}(e)\right|: e \in\right.$ $\left.\left[e_{2}, e_{2}^{\prime}\right]\right\}<d$. Together with $d_{0}\left(A ; e_{1}, e_{2}\right)<d$ this completes the proof.
3.3. Proposition. Let $\Delta$ be a best approximation in POLY $_{n}$ for $A \in \mathrm{CONV} \backslash \mathrm{POLY}_{n}$. Then $\Delta$ is a nondegenerated $n$-gon.


Figure 2

Proof. The idea is very simple. Put $\varepsilon=h(A, \Delta)>0$ and suppose $\Delta=$ $\left(P_{1}, P_{2}, \ldots, P_{m}\right)$, where $m<n$. Take a point $P_{0}$ belonging to the $\varepsilon$ neighbourhood of the set $A \subset P^{2}$. The new ( $m+1$ )-gon $\Delta^{\prime}=\left(P_{0}, P_{1}, \ldots, P_{m}\right)$ belongs to POLY ${ }_{n}$ and $h\left(A, \Delta^{\prime}\right)=h(A, \Delta)$. Therefore $\Delta^{\prime}$ is a best approximation for $A$ in $\mathrm{POLY}_{n}$. On the other hand $P_{0}$ may be chosen in such a way that $\Delta^{\prime}$ be nonalternating for $A$. This contradicts Theorem 3.1 and completes the proof.

Another application of the alternating property is the following resuit which was also observed by N. Živkov.
3.4. Proposition. Let $\Delta$ be a best approximation for $A$ in $\mathrm{POLY}_{n}$. Then the set $A_{t}=t A+(1-t) \Delta, 0<t<1$, has unique best approximation in $\mathrm{POLY}_{n}$ and this best approximation is $\Delta$.

Proof. Denote by $s_{1}(e), s_{0}(e)$, and $s_{t}(e)$ the support function of the sets $A$, $\Delta$, and $A_{t}$, respectively. Evidently, $s_{t}=t s_{1}+(1-t) s_{0}$ and therefore
(x) $s_{t}-s_{0}=t\left(s_{1}-s_{0}\right)$,
(xi) $t\left(s_{t}-s_{1}\right)=(1-t)\left(s_{0}-s_{t}\right)$.

From (x) we see that the alternation points of $\left(A_{t}, \Delta\right)$ are alternating for $(A, \Delta)$ and vice versa. Freom (xi) it also follows that the alternating points of $\left(A_{t}, \Delta\right)$ are just those points where the function $s_{t}(e)-s_{1}(e)$ attains its maximal (minimal) possible values.

Without loss of generality we may assume that $\left\|s_{1}-s_{0}\right\|=1$. Then $\left\|s_{t}-s_{0}\right\|=t$ and $\left\|s_{t}-s_{1}\right\|=1-t$. We show first that $\Delta$ is a best approximation in $\mathrm{POLY}_{n}$ for $A_{t}$. Indeed, if there exists some $\Delta^{\prime} \in \mathrm{POLY}_{n}$ with $\left\|s_{t}-s_{\Delta^{\prime}}\right\|<t$ we would get the contradiction $\left\|s_{1}-s_{\Delta^{\prime}}\right\| \leqslant\left\|s_{1}-s_{t}\right\|+$ $\left\|s_{t}-s_{\Delta^{\prime}}\right\|<(1-t)+t=1$. Next we show that $\Delta$ is the only best approximation of $A_{t}$. To do this we consider one arbitrary best approximation $\Delta^{\prime}$ of
$A_{t}$ (i.e., $\left\|s_{t}-s_{A^{\prime}}\right\|=t$ ) and show that $\Delta^{\prime}$ is a best approximation for $A$ and that the pair $\left(A, \Delta^{\prime}\right)$ has the same alternating points as the pair $(A, \Delta)$. This will be enough to conclude that $\Delta=\Delta^{\prime}$. From $1 \leqslant\left\|s_{1}-s_{\Delta^{\prime}}\right\| \leqslant\left\|s_{1}-s_{i}\right\|+$ $\left\|s_{t}-s_{\Delta^{\prime}}\right\|=(1-t)+t=1$ we see that $\Delta^{\prime}$ is a best approximation for $A$.

Let $e_{0}$ be an alternating point for $\left(A, \dot{\Delta}^{\prime}\right)$. For example, $1=s_{1}\left(e_{0}\right)-s_{\Delta}\left(e_{0}\right)$. Then $1=\left(s_{1}\left(e_{0}\right)-s_{t}\left(e_{0}\right)\right)+\left(s_{t}\left(e_{0}\right)-s_{\Delta}\left(e_{0}\right)\right) \leqslant(1-t)+t=1$. Hence $s_{1}\left(e_{0}\right)-s_{t}\left(e_{0}\right)=1-t$ and $s_{t}\left(e_{0}\right)-s_{\Delta}\left(e_{0}\right)=t$. This means $e_{0}$ is an alternating point for the pair $\left(A, A_{t}\right)$. By ( x ) and (xi) $e_{0}$ will be alternating for the pair $(A, \Delta)$. Similarly, if $-1=s_{1}\left(e^{*}\right)-s_{\Delta}\left(e^{*}\right)$ we have $-1=\left(s_{1}\left(e^{*}\right)-s_{t}\left(e^{*}\right)\right)+$ $\left(s_{t}\left(e^{*}\right)-s_{\Delta}\left(e^{*}\right)\right) \geqslant-(1-t)-t=-1$. As above, again using (x) and (xi), we see that $e^{*}$ is alternating for $A$ and $A_{t}$ and therefore for $A$ and $\Delta$. By Proposition 3.3 the set of alternating points of $\left(A, \Delta^{\prime}\right)$ contains all alternating points of $(A, \Delta)$.

We are now in a position to prove
3.5. Theorem. The set of all those $A \in \mathrm{CONV}$ which have unique best approximation in $\mathrm{POLY}_{n}$ for every $n \geqslant 3$, contains a dense $G_{\delta}$ subset of (CONV, $h$ ). That is, the set $\{A \in \mathrm{CONV}: A$ has more than one best approximation in at least one $\left.\mathrm{POLY}_{n}, n \geqslant 3\right\}$ is of the first Baire category in (CONV, $h$ ).

Proof. One way to prove this assertion is given in Gruber and Kenderov [5]. In Kenderov [11] another way was outlined. Here we suggest an argument which is based on Proposition 3.4.

Fix $n=k$ and consider the metric projection $\pi_{k}: \mathrm{CONV} \rightarrow \mathrm{POLY}_{k}$ assigning to each $A \in \mathrm{CONV}$ the set $\pi_{k}(A)$ of all best approximations for $A$ in $\mathrm{POLY}_{k}$. By the Blaschke selection theorem $\mathrm{POLY}_{k}$ is an approximatively compact subset of $C(S)$. The result of $I$. Singer [16] asserts that the metric projection $\pi_{k}$ : (CONV, $h$ ) $\rightarrow\left(\mathrm{POLY}_{k}, h\right)$ is an upper semicontinuous setvalued map with compact images. According to a theorem of Fort [2] there exists a dense $G_{\delta}$ subset $W_{k}$ of (CONV, $h$ ) at the elements of which $\pi_{k}$ is lower semicontinuous, i.e., for every $A \in W_{k}, \varepsilon>0$, and $\Delta \in \pi_{k}(A)$ there exists $\delta>0$ such that for every $A^{\prime} \in \mathrm{CONV}, h\left(A, A^{\prime}\right)<\delta$, there exists $\Delta^{\prime} \in \pi_{k}\left(A^{\prime}\right)$ for which $h\left(\Delta, \Delta^{\prime}\right)<\varepsilon$. We will show now that every $A \in W_{k}$ has unique best approximation in $\operatorname{POLY}_{k}$. Take such an $A \in W_{k}$ and suppose there exist $\Delta_{1}, \Delta_{2} \in \pi_{k}(A), \Delta_{1} \neq \Delta_{2}$. Put $\varepsilon=\frac{1}{2} h\left(\Delta_{1}, \Delta_{2}\right)>0$ and consider the set $A_{t}=t A+(1-t) \Delta_{1}$. According to Proposition $3.4 \pi_{k}(A)=$ $\left\{\Delta_{1}\right\}$ for every $t>0$. As $\lim _{t \rightarrow 0} h\left(A_{t}, A\right)=0$ this contradicts the lower semicontinuity of $\pi_{k}$ at $A$, because $h\left(\Delta_{1}, \Delta_{2}\right)>\varepsilon$. The theorem is proved because $\bigcap_{k=3}^{\infty} W_{k}$ is again a dense $G_{\delta}$ subset of CONV.
3.6. Remark. This theorem goes along the line started in the papers of Stechkin [17] and Garkavi $[3,4]$. Results about the uniqueness of the best
approximations for "almost all" elements of the space are contained in the papers by Konijagin [13, 14], Zajičik |19], Živkov [20, 21] and Kenderov $|7-10|$. It does not seem that Theorem 3.5 is a corollary of the results from these papers because neither $C(S)$ (in the "sup" norm) is strictly convex space, nor is the structure of the set $\mathrm{POLY}_{n}$ simple (it is not a convex subset of CONV).

## 4. Best Approximation with a Fixed Side Direction

We discuss here another approximation problem in which the best approximation is obliged to have one of its side directions coinciding with a given vector $e \in S$. It turns out (under reasonable restrictions) that this problem always has a solution and this solution is unique. It will also be shown that for every $A \in \mathrm{CONV}$ there are a lot of alternating $n$-gons, $n \geqslant 3$. A necessary and sufficient condition will be given for some $A \in \operatorname{CONV}$ to be an $n$-gon.

First we need some constructions.
4.0. Construction. Let $A \in \operatorname{CONV}$. For $e \in S$ we set $w(e)=$ $s_{A}(e)+s_{A}(-e)$ and recall that this is the "width of $A$ in direction $e$." As int $A \neq \varnothing, w(e)>0$ for every $e \in S$. To each $e \in S$ and a real number $d$, $0<d \leqslant \frac{1}{2} w(e)$, we put into correspondence a point $M=M(A ; e, d)$ and $e$ vector $e^{*}=e^{*}(A ; e, d)$ such that
(1) $d=d(M, A)=\left\langle e^{*}, M\right\rangle-s_{A}\left(e^{*}\right)$,
(2) $s_{A}(e)-\langle e, M\rangle=d$,
(3) $e^{*} \in(e,-e)$.

First consider the line $L=\left\{X \in R^{2}:\langle X, e\rangle=S_{A}(e)-d\right\}$. Because of the condition $0<d \leqslant \frac{1}{2} w(e), L$ intersects $A$ and therefore will intersect the interior of $A+d B$ (this set is the $d$ neighbourhood of $A$ ). Then $L$ crosses the boundary of $A+d B$ at two points $M_{1}$ and $M_{2}$ which are different. Both $M_{1}$ and $M_{2}$ satisfy (2). Denote by $e_{i}^{*}, i=1,2$, the unit vectors uniquely determined by the condition $d=d(M, A)=\left\langle e_{i}^{*}, M_{i}\right\rangle-S_{A}\left(e_{i}^{*}\right)$ (i.e., each of $e_{i}^{*}$ and $e_{2}^{*}$ satisfies (1)). Now we prove that each of the arcs $(e,-e),(-e, e)$ contains only one of the vectors $e_{i}^{*}, i=1,2$. Using (1) and (2) it is not difficult to see that $e_{i}^{*} \neq \pm e i=1,2$. Indeed, suppose $e_{i}^{*}=e$. Then $s_{A}(e)=$ $s_{A}\left(e_{i}^{*}\right)=\left\langle e_{i}^{*}, M_{i}\right\rangle-d=\left\langle e, M_{i}\right\rangle-d=s_{A}(e)-2 d$. As $\left.d\right\rangle 0$ this is a contradiction. Analogously we disprove the relation $e_{i}^{*}=-e: 0<w(e)=$ $s_{A}(e)+s_{A}(-e)=s_{A}(e)+s_{A}\left(e_{i}^{*}\right)=s_{A}(e)+\left\langle e_{i}^{*}, M_{i}\right\rangle-d=s_{A}(e)+$ $\left\langle-e, M_{i}\right\rangle-d=s_{A}(e)-s_{A}(e)=0$.
Now we prove that each of the arcs $(e,-e),(-e, e)$ contains only one of
the vectors $e_{i}^{*}, i=1,2$. Consider $\left\langle e_{2}^{*}, M_{2}-M_{1}\right\rangle=\left\langle e_{2}^{*}, M_{2}\right\rangle-\left\langle e_{2}^{*}, M_{1}\right\rangle=$ $s_{A}\left(e_{2}^{*}\right)+d-\left\langle e_{2}^{*}, M_{1}\right\rangle \geqslant d-\max \left\{\left(\left\langle e, M_{1}\right\rangle-s_{A}(e)\right): e \in S\right\}=d-d=0$. As $e_{2}^{*} \neq \pm e$ we get from here $\left\langle e_{2}^{*}, M_{2}-M_{1}\right\rangle>0$.

Similarly we derive $\left\langle e_{1}^{*}, M_{1}-M_{2}\right\rangle>0$. These inequalities imply that each of the arcs contain only one of $e_{i}^{*}, i=1,2$. In what follows we will denote by $e^{*}=e^{*}(A ; e, d)$ that vector $e_{i}^{*}$ which belongs to the arc $(e,-e)$. The corresponding point $M_{i}$ will be denoted by $M=M(A ; e, d)$. Evidently (1)-(3) are satisfied. It is now clear that these three conditions completely determine $e^{*}$ and $M$. Moreover, the above argument shows that (3) can be replaced by the (formally less restrictive) condition
$\left(3^{\prime}\right) \quad e^{*} \in[e,-e]$.
4.1. Lemma. The defined mappings $(e, d) \rightarrow M(A ; e, d)$ and $(e, d) \rightarrow$ $e^{*}(A ; e, d)$ are continuous at every point $\left(e_{0}, d_{0}\right), e_{0} \in S, d_{0}>0$.

Proof. The argument follows the scheme by means of which continuity of an implicitely defined function is proved. Let $e_{i} \rightarrow e_{0}, d_{i} \rightarrow d_{0}$, where $e_{i} \in S, \quad 0<d_{i} \leqslant \frac{1}{2} w\left(e_{i}\right), \quad i=0,1,2, \ldots$. Set $e_{i}^{*}=e^{*}\left(A ; e_{i}, d_{i}\right)$ and $M_{i}=$ $M\left(A ; e_{i}, d_{i}\right) i=0,1,2, \ldots$. Then
(1i) $d_{i}=d\left(M_{i}, A\right)=\left\langle e_{i}^{*}, M_{i}\right\rangle-s_{A}\left(e_{i}^{*}\right)$,
$\left(2_{i}\right) \quad d_{i}=s_{A}\left(e_{i}\right)-\left\langle e_{i}, M_{i}\right\rangle$,
$\left(3_{i}\right) \quad e_{i}^{*} \in\left(e_{i},-e_{i}\right)$.
Since all $M_{i}$ belong to a bounded subset of $R^{2}$ there will exist a converging subsequence. The situation with $\left\{e_{i}^{*}\right\}_{i \geqslant 1} \subset S$ is analogous. For simplicity we assume that $\left\{M_{i}\right\}_{i}$ tends to some $M$ and $\left\{e_{i}^{*}\right\}_{i}$ converges to some $e^{*} \in S$. Taking limits in $\left(1_{i}\right)-\left(3_{i}\right)$ we get
(2) $d_{0}=s_{A}\left(e_{0}\right)-\left\langle e_{0}, M\right\rangle$,
(3') $\quad e^{*} \in\left[e_{0},-e_{0}\right]$.
By the construction, these three conditions imply $M=M_{0}, e^{*}=e_{0}^{*}$.
Taking Proposition 2.1 into account we see that, to every point $M \notin A$, there correspond two vectors $e^{*}, e^{\prime}$ determined by the conditions
(a) $d(M, A)=s_{A}\left(e^{\prime}\right)-\left\langle e^{\prime}, M\right\rangle$,
(b) $d(M, A)=\left\langle e^{*}, M\right\rangle-s_{A}\left(e^{*}\right)$,
(c) $e^{\prime} \in\left(e^{*},-e^{*}\right)$.

Proceeding like in the previous result we can prove that thus defined $e^{*}$ and $e^{\prime}$ depend continuous on $M$. Hence the composition mapping assigning to each pair $(e, d), e \in S, 0<d \leqslant \frac{1}{2} w(e)$ the vector $e^{\prime}$ (via the maps $(e, d) \mapsto$
$\left.M \mapsto e^{\prime}\right)$ is also continuous. We will denote $e^{\prime}$ by $T(e, d)$. The next result is now evident.
4.2. Proposition. The mapping $(e, d) \mapsto T(e, d)$ is continuous at every point $(e, d)$, where $0<d \leqslant \frac{1}{2} w(e)$.

Let us now calculate $T(e, d)$ for $d=\frac{1}{2} w(e)$. From $s_{A}(-e)-\langle-e, M\rangle=$ $s_{A}(-e)+\langle e, M\rangle=s_{A}(-e)+s_{A}(e)-d=w(e)-d=d$ we see that $T\left(e, \frac{1}{2} w(e)\right)=-e$, i.e., $\left(e, T\left(e, \frac{1}{2} w(e)\right)\right)=\pi$. If $d<\frac{1}{2} w(e)$, the same argument gives $\left.s_{A}(-e)-\langle-e, M\rangle\right\rangle d$. Combined with Proposition 2.1 this leads to the conclusions $e^{*} \in(e,-e), e^{\prime} \in\left(e^{*},-e\right)$, i.e., $e^{\prime}=T(e, d) \in(e,-e)$.

Further we need one more definition. For every $e \in S$, positive integer $k$ and a real number $d, 0<d \leqslant \frac{1}{2} w(e)$, we define inductively $T^{k}(e, d)$. $T^{1}(e, d)=T(e, d)$ and $T^{k+1}(e, d)=T\left(T^{k}(e, d), d\right)$. The correctness of this definition is based on the fact that $w\left(T^{k}(e, d)\right) \geqslant 2 d$ whenever $w(e) \geqslant 2 d$.

### 4.3. Lemma. Let $0<d \leqslant \frac{1}{2} w(e)$. Then $w(T(e, d)) \geqslant 2 d$.

Proof. If $d=\frac{1}{2} w(e), T(e, d)=-e$, then the lemma follows from $w(e)=$ $w(-e)$. Let us consider the case $d<\frac{1}{2} w(e)$. Since $e^{\prime}=T(e, d) \in(e,-e)$, we have $-e^{\prime} \notin\left[e, e^{\prime}\right]$. By Proposition $2.1 d<s_{A}\left(-e^{\prime}\right)-\left\langle-e^{\prime}, M\right\rangle=s_{A}\left(-e^{\prime}\right)+$ $\left\langle e^{\prime}, M\right\rangle=s_{A}\left(-e^{\prime}\right)+s_{A}\left(e^{\prime}\right)-d=w\left(e^{\prime}\right)-d$. Lemma 4.3 is proved.

Evidently, the mapping $T^{k}(e, d)$ is continuous. The real-valued function $f^{k}(e, d)$ defined inductively by $f^{1}(e, d)=(e, T(e, d)), f^{k+1}(e, d)=f^{k}(e, d)+$ $f^{1}\left(T^{k}(e, d), d\right)=f^{k}(e, d)+\left(T^{k}(e, d), T^{k+1}(e, d)\right)$ will be continuous. Clearly $f^{k}\left(e, \frac{1}{2} w(e)\right)=k \pi$.
4.4. Corollary. Let $e \in S$. In the interval $\left(0, \left.\frac{1}{2} w(e) \right\rvert\, f^{k}(e, d)\right.$ is strictly increasing as a function of $d$.

Proof. We want to prove that from $\frac{1}{2} w(e)>d_{1}>d_{2}>0$ it follows $f^{k}\left(e, d_{1}\right)>f^{k}\left(e, d_{2}\right)$. This will be done by induction. A direct application of Proposition 2.7 shows that the arc $\left[e, T\left(e, d_{1}\right)\right]$ is not contained in $\left[e, T\left(e, d_{2}\right)\right]$. Thus, for $k=1$, the problem is settled. Suppose the assertion is true for $f^{k}(e, d): f^{k}\left(e, d_{1}\right)>f^{k}\left(e, d_{2}\right)$. We prove the same inequality for $f^{k+1}$. There is sense to consider only the case when $f^{k}\left(e, d_{1}\right) \leqslant f^{k+1}\left(e, d_{2}\right)$ (otherwise the required inequality follows from $f^{k+1}\left(e, d_{1}\right)>f^{k}\left(e, d_{1}\right)$ ). In other words, $f^{k}\left(e, d_{2}\right)<f^{k}\left(e, d_{1}\right) \leqslant f^{k+1}\left(e, d_{2}\right)$. This corresponds to the case when $T^{k}\left(e, d_{1}\right) \in\left(T^{k}\left(e, d_{2}\right), T^{k+1}\left(e, d_{2}\right)\right]=\left(T^{k}\left(e, d_{2}\right), T\left(T^{k}\left(e, d_{2}\right), d_{2}\right)\right]$. That $T^{k+1}\left(e, d_{1}\right)$ does not belong to this arc is again a corollary of Proposition 2.7.

For convenience we denote by $f^{k}(e, 0), \lim _{d \rightarrow 0} f^{k}(e, d)$ and by $T(e, 0)$ such a vector from $S$ that $f^{1}(e, 0)=(e, T(e, 0))$. It is clear what $T^{k}(e, 0)$ means.

The function $f^{k}(e, 0)$ is a convenient tool to express the fact that a given set $A$ is an $n$-gon.
4.5. Theorem. Let $e \in S$ and $A \in \mathrm{CONV}$, int $A \neq \varnothing$. The set $A$ is a nondegenerated $n$-gon with $e$ among its side directions if and only if $f^{n}(e, 0)=2 \pi$.

The proof will need several auxiliary results.
4.6. Lemma. Let $M \in A$ and $s_{A}(e)=\langle e, M\rangle$ for $e \in\left(e_{0}, e_{0}^{\prime}\right)$. Then
(1) $e_{0}^{\prime} \in[e, T(e, 0)]$ for each $e \in\left[e_{0}, e_{0}^{\prime} \mid\right.$.
(2) $s_{A}(e)=\langle e, M\rangle$, whenever $e \in\left[e_{0}, T\left(e_{0}, 0\right)\right]$, and $\left.s_{A}(e)\right\rangle\langle e, M\rangle$ for $e \in\left(T\left(e_{0}, 0\right),-e_{0}\right)$.
(3) $T(e, 0)=T\left(e_{0}, 0\right)$ for each $e \in\left[e_{0}, T\left(e_{0}, 0\right)\right)$.

Proof. (1) Take $d>0$ and $e \in\left\{e_{0}, e_{0}^{\prime} \mid\right.$. From Proposition 2.7 (with $e^{\prime \prime}:=e, e^{\prime}:=T(e, d), e_{1}:=e_{0}$, and $\left.e_{2}:=e_{0}^{\prime}\right)$ we see that the $\operatorname{arc}(e, T(e, d))$ cannot be contained in ( $e_{0}, e_{0}^{\prime}$ ). Therefore $e_{0}^{\prime} \in(e, T(e, d)$ ) for every $d>0$. Thus $e_{0}^{\prime} \in[e, T(e, 0)]$.
(2) Take a sequence $\left\{d_{j}\right\}_{j \geqslant 1}$ of positive real numbers, $\lim _{j} d_{j}=0$. Then the sequence $\left\{e_{j}^{\prime}=T\left(e_{0}, d_{j}\right)\right\}_{j \geqslant 1}$ converges to $T\left(e_{0}, 0\right)$ and $\left\{M_{j}=\right.$ $\left.M\left(A ; e_{0}, d_{j}\right)\right\}$ contains a converging (to some point $M \in R^{2}$ ), subsequence. Taking limits in $d_{j}=d\left(M_{j}, A\right)=s_{A}\left(e_{0}\right)-\left\langle e_{0}, M_{j}\right\rangle=s_{A}\left(e_{j}^{\prime}\right)-\left\langle e_{j}^{\prime}, M_{j}\right\rangle$, we obtain $\quad M \in A, \quad s_{A}\left(e_{0}\right)=\left\langle e_{0}, M\right\rangle \quad$ and $\quad s_{A}\left(T\left(e_{0}, 0\right)\right)=\left\langle T\left(e_{0}, 0\right), M\right\rangle$. By Lemma $2.6 s_{A}(e)=\langle e, M\rangle$ for every $e \in\left|e_{0}, T\left(e_{0}, 0\right)\right|$. From part (1) and 2.6 it is also seen that $s_{A}\left(e_{1}\right) \neq\left\langle e_{1}, M\right\rangle$ for any $e_{1} \in\left(T\left(e_{0}, 0\right),-e_{0}\right)$. Therefore $\left.s_{A}\left(e_{1}\right)\right\rangle\left\langle e_{1}, M\right\rangle$.
(3) By (1) it follows that $T\left(e_{0}, 0\right) \subset|e, T(e, 0)|$. Since (by the proof of (2)) $s_{A}(T(e, 0))=\langle T(e, 0), M\rangle$, from (2) we get $T(e, 0) \in\left|e_{0}, T\left(e_{0}, 0\right)\right|$.
4.7. Lemma. Let the vectors $e_{0}, e_{j} \in S, j=1,2,3, \ldots$, and the positive real numbers $d_{j}, j=1,2,3, \ldots$, be such that the sequences $\left\{\left|e_{0}, e_{j}\right|\right\}_{j \geqslant 1}$, $\left\{d_{j}\right\}_{j \geqslant 1}$ decrease to 0 . Suppose $t:=\lim \sup _{j} f^{1}\left(e_{j}, d_{j}\right)>0$. Then there exist $M \in R^{2}$ and $e_{0}^{\prime} \in S$ such that
(1) $\left(e_{0}, e_{0}^{\prime}\right)=t$,
(2) $s_{A}(e)=\langle e, M\rangle$ whenever $e \in\left(e_{0}, e_{0}^{\prime}\right)$.

Proof. Set $e_{j}^{\prime}=T\left(e_{j}, d_{j}\right)$ and $M_{j}=M\left(A ; e_{j}, d_{j}\right)$. Then $d_{j}=d\left(M_{j}, A\right)$ and $d_{j}=s_{A}\left(e_{j}\right)-\left\langle e_{j}, M_{j}\right\rangle=s_{A}\left(e_{j}^{\prime}\right)-\left\langle e_{j}^{\prime}, M_{j}\right\rangle$. Without loss of generality we may assume that $\left\{M_{j}\right\}_{j \geqslant 1},\left\{e_{j}^{\prime}\right\}_{j \geqslant 1}$ and $\left\{f^{\prime}\left(e_{j}, d_{j}\right)\right\}_{j \geqslant 1}$ are convergent sequences. Taking limits we get $d(M, A)=0, s_{A}\left(e_{0}\right)=\left\langle e_{0}, M\right\rangle$ and $s_{A}\left(e_{0}^{\prime}\right\rangle=\left\langle e_{0}^{\prime}, M\right\rangle$,
where $M=\lim _{j} M_{j}, e_{0}^{\prime}=\lim e_{j}^{\prime}$. From the condition $\left(e_{j}, e_{j}^{\prime}\right)=f^{1}\left(e_{j}, d_{j}\right) \leqslant \pi$ we see that $\pi \geqslant\left(e_{0}, e_{0}^{\prime}\right)=t>0$.

It remains to apply Lemma 2.6 in order to complete the proof. However, we must prove first that $t \neq \pi$. Here is one possible way to do this. Since $A$ contains a circle with radius $r_{0}>0, w(e) \geqslant 2 r_{0}$ for every $e \in S$. Therefore, when $0<d_{0}<r_{0}, f^{1}\left(e_{0}, d_{0}\right)<\pi$ for each $e \in S$. Since the function $f^{\prime}\left(\cdot, d_{0}\right)$ is continuous and $S$ is compact $u:=\max \left\{f^{1}\left(e, d_{0}\right): e \in S\right\}<\pi$. When $d_{j}<d_{0}, f^{\prime}\left(e_{j}, d_{j}\right)<f^{1}\left(e_{j}, d_{0}\right) \leqslant u<\pi$. Thus $t=\lim _{j} f^{1}\left(e_{j}, d_{j}\right) \leqslant u<\pi$.
4.8. Corollary. Let $e_{0}, e_{j}, d_{j} j=1,2, \ldots$, be as in Lemma 4.7. Then $f^{1}\left(e_{0}, 0\right)=\lim _{j} f^{1}\left(e_{0}, d_{j}\right)=\lim _{j} f^{1}\left(e_{j}, d_{j}\right)$.

Proof. From Proposition 2.7 we derive

$$
\left|e_{0}, T\left(e_{0}, d_{j}\right)\right| \subset\left|e_{0}, e_{j}\right| \cup\left|e_{j}, T\left(e_{j}, d_{j}\right)\right|=\left|e_{0}, T\left(e_{j}, d_{j}\right)\right| .
$$

Therefore $f^{1}\left(e_{0}, 0\right) \leqslant \lim \inf _{j} f^{1}\left(e_{j}, d_{j}\right) \leqslant \lim \sup _{j} f^{1}\left(e_{j}, d_{j}\right)=: t$. It remains to prove that $t \leqslant f^{1}\left(e_{0}, 0\right)$. If $t=0$, there is nothing to prove since $f^{1}(e, 0) \geqslant 0$. If $t>0$, the inequality $f^{1}\left(e_{0}, 0\right) \geqslant t$ is a corollary of Lemmas 4.6 and 4.7.
4.9. Corollary. Let $e \in S, A \in \mathrm{CONV}$ and $e_{i}=T^{i}(e, 0) i=1,2, \ldots$. $k-1$. Then $f^{k}(e, 0)=f^{1}(e, 0)+f^{1}\left(e_{1}, 0\right)+\cdots+f^{1}\left(e_{k-1}, 0\right)$.

Proof. Let $k=2$. Take a decreasing sequence $\left\{d_{j}\right\}_{j \geqslant 1}$ of real numbers, $\lim _{j} d_{j}=0$. Then $f^{2}(e, 0)=\lim _{j} f^{2}\left(e, d_{j}\right)=\lim _{j}\left(f^{1}\left(e, d_{j}\right)+f^{1}\left(e_{j}, d_{j}\right)\right)$, where $e_{j}=T\left(e, d_{j}\right)$. We know that $\left\{e_{j}\right\}_{j \geqslant 1}$ converges to $e_{1}=T(e, 0)$ in such a way that $\left[e_{1}, e_{j}\right]$ decreases to 0 . From Corollary 4.8 it follows that $f^{2}(e, 0)=$ $f^{1}(e, 0)+f^{1}\left(e_{1}, 0\right)$. Analogously we proceed when $k \geqslant 3$.

Let us now turn back to the proof of theorem (4.5). Let $A$ be a nondegenerated $n$-gon with side directions $e_{1}, e_{2}, \ldots, e_{n-1}, e_{n}$, where $e_{1}=e$. By what was proved in Corollary $4.9 e_{i+1}=T^{i}\left(e_{i}, 0\right), i=1,2, \ldots, n$. Therefore $f^{n}(e, 0)=\left(e_{1}, e_{2}\right)+\left(e_{2}, e_{3}\right)+\cdots+\left(e_{k}, e_{1}\right)=2 \pi$.

Now let $A$ be such a convex set that $f^{\prime \prime}(e, 0)=2 \pi$. It is not difficult to understand that $0<f^{1}(e, 0)<f^{2}(e, 0)<\cdots<f^{\prime \prime}(e, 0)=2 \pi$. Put $e_{1}=e, e_{2}=$ $T^{1}(e, 0), \ldots, e_{k}=T^{k-1}(e, 0)$. Evidently $e_{1}=T\left(e_{k}, 0\right)$. By Lemma 4.7 for every $\operatorname{arc}\left(e_{i}, e_{i+1}\right)$ there is a point $P_{i}$ for which $s_{A}(e)=\left\langle e, P_{i}\right\rangle$ when $e \in\left|e_{i}, e_{i, 1}\right|$. Therefore $A$ is a nondegenerated $n$-gon.
4.10. Theorem. Let the vector $e \in S$ and the set $A \in \operatorname{CONV}$, int $A \neq \varnothing$ be such that $f^{n}(e, 0) \leqslant 2 \pi$, where $n \geqslant 3$. Then, for each positive integer $k$, $3 \leqslant k \leqslant n$, there exists just one nondegenerated $k$-gon $\Delta$ which is alternating for $A$ and has $e$ among its side directions.

Proof. We consider two subcases
(a) $f^{n}(e, 0)<2 \pi$,
(b) $f^{n}(e, 0)=2 \pi$.

Let us consider case (a). If $f^{k}(e, d)=2 \pi$ for some $d>0$, then it is easy to realize that there exists an alternating $k$-gon $\Delta$ for $A$ with side directions $e$, $T(e, d), T^{2}(e, d), \ldots, T^{k-1}(e, d)$ and such that $h(A, \Delta)=d$. Conversely, if some $k$-gon $\Delta$ is alternating for $A$ and $e$ is among its side directions, then $f^{k}(e, d)=2 \pi$, where $d=h(A, \Delta)$. Therefore the proof will be completed with the proof of the following fact:
4.11. Lemma. Let $f^{n}(e, 0)<2 \pi$. Then for every integer $k, 3 \leqslant k \leqslant n$, there exists a unique number $d_{k}, 0<d_{k}<\frac{1}{2} w(e)$, for which $f^{k}\left(e, d_{k}\right)=2 \pi$.

Proof. Let $k=3$. From $f^{3}\left(e, \frac{1}{2} w(e)\right)=3 \pi$ and $f^{3}(e, 0) \leqslant f^{n}(e, 0)<2 \pi$ it follows that there exists $d_{3}, 0<d_{3}<\frac{1}{2} w(e)$, for which $f^{3}\left(e, d_{3}\right)=2 \pi$. This number is uniquely determined by the monotonicity of $f^{3}(e, \cdot)$. From $f^{4}\left(e, d_{3}\right)>f^{3}\left(e, d_{3}\right)=2 \pi$ and $f^{4}(e, 0) \leqslant f^{n}(e, 0)<2 \pi$ we derive the existence of some $d_{4}, 0<d_{4}<d_{3}$, such that $f^{4}\left(e, d_{4}\right)=2 \pi$. In this way, step by step, we determine the numbers $d_{3}, d_{4}, \ldots, d_{n}$ so that $0<d_{n}<d_{n-1}<\cdots<d_{3}<$ $\frac{1}{2} w(e)$ and $f^{k}\left(e, d_{k}\right)=2 \pi$. Case (a) is completed.
(b) In this case, according to Theorem 4.5, $A$ is an $n$-gon with $e$ among its side directions. This $n$-gon is alternating for itself. Since for $k, 3 \leqslant k \leqslant$ $n-1, f^{k}(e, 0)<f^{n}(e, 0)=2 \pi$ the rest of the proof is contained in (a).
4.12. Theorem. Let $e \in S, A \in \mathrm{CONV}$, int $A \neq \varnothing$, be such that $f^{n}(e, 0) \leqslant 2 \pi$. Among all $n$-gons having $e$ as side direction the alternating $n$ gon for $A$ approximates $A$ (in the Hausdorff metric) in the best possible way.

Proof. The case $f^{n}(e, 0)=2 \pi$ is not interesting, because $A$ is an $n$-gon with $e$ among its side directions. Suppose $f^{n}(e, 0)<2 \pi$ and take some $n$-gon $\Delta$ with side directions $e_{1}, e_{2}, \ldots, e_{n}, e_{1}=e$. Then $d=h(A, \Delta)>0$. From Proposition 2.7 we have that $f^{1}(e, d) \geqslant\left|e_{1}, e_{2}\right|$ and that the inequality is strict if $T(e, d) \neq e_{2}$. Similarly, $f^{2}(e, d) \geqslant\left\{e_{1}, e_{2}\right\}+\left\lfloor e_{2}, e_{3}\right]$ and the inequality is again strict if one of the conditions $T^{i}(e, d)=e_{i+1}, i=1,2$, is violated. Repeating this argument we arrive at the inequality $f^{n}(e, d) \geqslant$ $\left[e_{1}, e_{2}\right]+\cdots+\left[e_{n}, e_{1}\right]=2 \pi$ which is strict if $T^{i}(e, d) \neq e_{i+1}$ for some $i=$ $1,2, \ldots, n$. If $\Delta$ is not alternating, then $f^{n}(e, d)>2 \pi$ and there exists a number $d^{*}<d$ for which $f^{n}\left(e, d^{*}\right)=2 \pi$. The latter condition implies the existence of some $n$-gon $\Delta^{*}$ which is alternating for $A$, has $e$ among its side directions and $h\left(A, \Delta^{*}\right)=d^{*}<d$. The theorem is proved.
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